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Project funding

EquipEx 2009-2019 : for an experimental 
approach for networking

ANR 2016-2019 : new concepts for 5G and 
beyond

ANR 2016-2020 : a theoretical framework 
for IoT massive access



Massive Access in IoT : challenges
« Toward a reactive network »

Getting data

Analyzing data
Acting on the 
real world



Massive Access in IoT : figures of merit



Massive Access in IoT : challenges
i- Massive access : many nodes may transmit in a bursty 
manner  

—> Spontaneous multiple access 

ii- Information granularity : small packets 

—> Zero-overhead transmissions 

iii- Reliability - Latency tradeoff 

—> to have your cake and eat it too 

iv- Non stationary process: load and channel conditions 

—> learning, learning, learning - 
exploration vs exploitation



Some technologies

[Goursaud & Gorce, EAI Endorsed transactions 2016]



A virtuous approach

Theory:
maths, maths 
and maths!

Protocol 
design

Practical 
evaluation

update to models and assumptions



Framework designed in Ephyl 
project



Three key elements
Keystone elements for massive access   

(star based architecture) 

to be addressed jointly 

•PHY layer : What is the best solution for non orthogonal bursty 
communications and MU receivers ?  

•MAC layer : What are the best direct access mechanisms 
allowing to avoid any handshake mechanisms  ?  

•Link layer :  What kind of learning can be implemented ?  try 
and learn 



The approach
Experimental based assessment of a 
complete system with  

•Fast Test and Try environment —> remote access 

•Reproducible environment —> interference free 

•Adaptable to almost any PHY layer —> software radio



Features

- 1 BS and N nodes 
(software radio based)

- A multi-bands multi-slots 
multiple access channel (uplink)

- A broadcast channel for 
Synch and beaconing

- An error free feedback 
channel for learning

- A remote access for 
programming
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Few words about  
FIT/CorteXlab



What is FIT/CorteXlab?

• Future Internet of Things (Equipex) 

• Cognitive radio testbed and 
eXperimentation lab 

• A facility for state-of-the-art PHY layer (but 
not restricted to) research and test 

• Remotely accessible to the global 
community of wireless experts 

• Open source community and code sharing 
(FPGA and GNU Radio)





Radio Platforms and Equipment
• A total of 38 (+ 4) nodes in three kinds: 

• 22 - SDR SISO - NI USRPs 2932 (400 MHz - 4 GHz @ 20 MHz) 

• 12 - SDR MIMO 2x2 - PicoSDR (380 MHz - 3.3 GHz @ 28 MHz) 

• 4 - SDR MIMO 4x4 - PicoSDR (380 MHz - 3.3 GHz @ 28 MHz) 

• To be deployed soon: 4 NI USRPs 2944R (6 MHz - 6 GHz @ 
160 MHz) 



Some pictures of the
Experiments room
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Experimentation Software



Testbed Usage Overview

• oar suite of tools allow to manage reservations 
on FIT/CorteXlab 

• minus controls all aspects of the experiment 
execution 

• Results are automatically loaded into the user 
home folder in the ssh frontend 

• FFT-Web and log files allows for real-time 
monitoring of the experiment



Running an Experiment

SSH frontend Minus server

submit

…

results and debug (stderr, stdout, vector, logs...)

Client

ssh

Nodes



Experiment Task
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Minus task

GNU Radio (Python)

GNU Radio (OOT libs)

C/C++

LabView executable?

…



Pedagogic Utilities

• Wiki page contains usage instructions 

• Working tutorials on our wiki: 

➤ GNU Radio benchmark, our “Hello world” 

➤ From GNU Radio to CorteXlab (using USRPs) 

➤ From GNU Radio to CorteXlab (using PicoSDRs) 

➤ Custom bitstream with PicoSDR 

➤ Spectrum Analyzer example (FFT-Web)

http://wiki.cortexlab.fr



GitHub
• We also have a GitHub account with many utilities: 

• examples: some examples for the tutorials 

• cxlb-multitask-generator: automated generation of tasks 

• cxlb-link-profiler: link profiling code 

• gr-cortexlab: OOT blocks for 802.15.4 code 

• fft-web: fat-web utility and GNU Radio block 

• demos: fully running demos, including Interference 
Alignment 

• psdr-interface: a PicoSDR wrapper for GNU Radio 

• tool: some userspace tools to help the testbed usage

http://github.com/CorteXlab



Ephyl framework on CorteXlab



Desired Architecture

One BS

1

2

N



Proposed architecture on FIT/CorteXlab

• Deploy an IoT network with as 

many nodes as possible nodes : 

• M Sensors and Channels 

emulated on N (N<M) radio 

Nodes  

• One Base Station node (BS) 

• All nodes synchronized via 

NI Octoclock  

• A flexible PHY layer (inspired 

from NB-IoT Standard)



Reference Scheduler



Inside a FIT/CorteXlab node

• To reduce computational time, 

Synch. Tasks are done once in a 

node for all emulated sensors 

• The I/Q signals are built 

independently and summed after 

a digital channel emulator to add 

channel diversity























Some tricks in the implementation

•Nodes emulation to increase the number of nodes. 

•Tunable waiting periods to absorb computational 

overload. 

•Mixture of data flow programming and state 

machines (thanks to Tags and message passing).



Take Away messages



About using FIT/CorteXlab

•Can you use FIT/CorteXlab ? 

• YES you can … take a tour on our website or visit us.  

• You can even use the Ephyl Framework for your own 
test. 

• We suggest to put your code or data on the 
repository to increase your impact 

• Don’t forget to call it “FIT/CorteXlab” in your 
publications. 



About ideas for FIT/CorteXlab
•Some ideas for future research 

•To try new PHY layer (LORA under implementation) 
or MAC layer. 

•To develop FPGA blocks to fasten the running phase 
(using RFNOC ?) 

•Any willingness to try deep learning ? A GPU server 
has just been added in FIT/CortexLab. 

•To deploy FIT/CorteXlab nodes somewhere else.  

•To put your nodes inside the room with a remote 
access to test it in a controllable interfered 
environment.  

•Feel free to contact us… we may help, you can help 



Thank you!
more info: http://www.cortexlab.fr and 

@FITCorteXlab


